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SUMMARY The NEMO oceanic model, characterized by a resolution of
1/16◦ and tailored on the Mediterranean Basin used at CMCC, has been
analyzed to discover possible bottlenecks to the parallel scalability. A
detailed analysis of scalability on all of the routines called during a NEMO
time step allowed to identify the SOR solver routine as the most expensive
from the communication point of view. The function implements the
red-black successive-over-relaxation method, an iterative search algorithm
used for solving the elliptical equation for the barotropic stream function.
The algorithm iterates until reach the convergence; a limit on the maximum
number of iteration is also set up. The high frequency of data exchanging
within this routine implies a high communication overhead. The NEMO
code includes an enhanced version of the routine, that reduce the
frequency of communication by adding an extra-halo region. The use of this
optimization requires the selection of the optimal value of the extra-halo
dimension to trade-off computation and communication. A performance
model, allowing the choice of the optimal extra-halo value for a pre-defined
decomposition, has been designed. The model has been tested on the
MareNostrum cluster at the Barcelona Supercomputing Centre.
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NEMO-MED: EXTRA-HALO PERFORMANCE MODEL

INTRODUCTION

The NEMO model [5] has been evaluated
on the MareNostrum platform. The profiling
activity aimed at identifying those routines
with poor parallel efficiency thus suitable to
be optimized for improving the NEMO scal-
ability. To this aim all of the functions at the
first level, called by the step routine at each
iteration, have been instrumented using the
paraver tool [4], ignoring both the start-up and
ending phases. Figure 1 shows computing,
communication and total time for each of these
functions, referring to a single time step. From
the communication point of view, the dyn spg

function is the most time consuming one. It
spends almost all of its time within another
function (the sol sor function).

Figure 1:
NEMO functions scalability: computation, communication

& total time.

This last function implements the red-black

Successive-Over-Relaxation (SOR) method
[6], an iterative search method used for solving
the elliptical equation for the barotropic stream
function. The algorithm iterates until reaches
the convergence. The gcxarray represents the
final solution and it is computed as shown in
figure 2. gcb is the second member of the
barotropic system and gcp the extra-diagonal
elements of the barotropic matrix.

Figure 2:
SOLSOR code fragment.

Converge is reached when the residual value
is less than a threshold. At each iteration, the
generic process computes the black points in-
side, updates the black points on the bound-
aries exchanging values with neighbors, com-
putes grey points inside and finally updates
grey point on the boundaries exchanging with
neighbors (see figure 3).

Communications are very frequent (= # itera-

tions * 2 *4).
The NEMO code already implements an opti-
mized algorithm for reducing the frequency of
communication through the concept of extra-
halo [1] region.
The report is organized as follows: the next sec-
tion illustrates the extra-halo feature and how it
works; in the further section the authors de-
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Figure 3:
SOLSOR computing algorithm.

scribe the performance model that allows the
selection of the optimal value for extra-halo re-
gion for a given number of processes; the model
has been validated with a test configuration. Fi-
nally the model has been used to analyze the
NEMO behavior exploiting extra-halo feature.

EXTRA-HALO FEATURE

In order to reduce the frequency of communi-
cation within the sol sor routine, the size of the
extra-halo region can be used. When the com-
munication between two processes happens,
they exchange not only the overlap region (also
named halo), but a wider area formed by both
the halo and an extra-halo region (see figure 4).

The dimension of this last region can be se-
lected by the user at compile time and it influ-
ences the frequency of data exchanges: each
process, after exchanging the data, performs
computation on the inner domain + halo + extra-

halo - 1region. At each next iteration only a line
of extra-halo expires so that the process has no
need to exchange for extra-halo -1iterations.
The analysis using the paraver tool (see fig-
ure 5) shows the time spent by the application
within the different states (running, waiting a
message, group communication, etc.) execut-
ing the code on 64 processes (with a decom-
position 16x4respectively on i and j directions),

Figure 4:
SOLSOR communication frequency using the extra-halo

feature.

using two different extra-halo values (eh=0and
eh=6).

Figure 5:
SOLSOR performance improvement using extra-halo

feature (eh=0, eh=6) measured using the paravertool.

We can notice that both running and communi-
cation time have been improved when the value
of extra-halo increased due to respectively the
reducing of the time spent performing useful in-
structions and the number of MPI calls. MPI
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NEMO-MED: EXTRA-HALO PERFORMANCE MODEL

calls are reduced since the frequency of com-
munications is reduced. However, we expected
an increasing of computation due to the exten-
sion of the computing domain with the extra-
halo region at each iteration. So, the question
is "why running time is less with eh=6?". To un-
derstand this behavior, it is important to analyze
in detail the solver algorithm. The sol sor func-
tion calls the lnk 2d e function for exchanging
data between processes. Both the routines are
characterized by two components: a running
component buffering data before sending and
after receiving and a communication one. So,
if we reduce the number of calls to the lnk 2d e

routine, we consequently reduce both commu-
nication and computation of the same. Also
the sol sor function has two components: the
computation of the gcxmatrix and the collective
communication during the convergence test. If
we increase the extra-halo value, computation
increases, while collective communication re-
mains the same. The total time is the sum of
these four components, three of them depend-
ing on the value of extra-halo. How many can
we increase extra-halo value to have a ben-
efit? We can experimentally verify that after
a threshold, computation increases more than
communication decreases, so that the total time
raises. This threshold depends on the decom-
position, so we need of a performance model
to select the optimal value of extra-halo when
decomposition changes.

EXTRA-HALO PERFORMANCE MODEL

A performance model for estimating the behav-
ior of the SOR solver routine has been de-
fined. It takes into consideration the four as-
pects above mentioned. The total time spent
by the solver (Tsol sor) is given by: (i) the
time spent by the sol sor function performing
communication without considering the lnk 2d e

(Tcom sol sor), (ii) the time spent by the sol sor

function performing computation without con-
sidering the lnk 2d e (Tuseful sol sor), (iii) the
sum of the time spent by the lnk 2d e func-
tion performing communication (Tcom lnk 2d e)
and computation (Tuseful lnk 2d e) by the num-
ber of calls of lnk 2d e, which depends on
both the extra-halo value and the number of
iterations needed to reach the convergence.
Tcomm lnk 2d e and Tuseful lnk 2d e are related to
the exchanged data dimension along the two
domain directions(Li and Lj), which can be ob-
tained from the decomposition.
The time spent by the collective communica-
tion depends only on the number of processes
p (the convergence test is performed after the
first 100 iterations and has a frequency of 10
iterations) and the useful time of the sol sor is
related to the domain dimension (we have also
a constant component for each iteration).
The performance model can be summarized by
equation 1.

Tsol sor = Tcom sol sor + Tuseful sol sor+

+

(

2n

eh + 1
+ 1

)

∗

∗ (Tcom lnk 2d e + Tuseful lnk 2d e)

(1)

where:

n is the number of iterations needed to reach
convergence,
eh is the dimension of extra-halo region, in
terms of number of rows/columns,
Tcom sol sor is given by equation 2,
Tuseful sol sor is given by equation 3,
Tcom lnk 2d e is given by equation 4,
and Tuseful lnk 2d e is given by equation 5.

Tcom sol sor =
n − 110

10
∗ (kx log(p)) = k5 log(p)

(2)
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Tuseful sol sor = n ∗ (kvN + kp) (3)

where:

N = (jpj + 2eh− 2)(jpi + 2eh − 2),
jpi is the subdomain maximum i-dimension,
and jpj is the subdomain maximum j-
dimension.

Tcom lnk 2d e = k1L + k2 (4)

where:

L = Li + Lj for corner processes,
L = 2Li + 2Lj for internal processes,
L = 2Li + Lj for processes on vertical bound-
ary,
L = Li + 2Lj for processes on horizontal
boundary,
Li = (jpj + 2eh)(ol + eh),
Lj = (jpi + 2eh)(ol + eh),
and ol is the overlap (number of halo lines).

Tuseful lnk 2d e = k3L + k4 (5)

where:

L = 5Li + 5Lj for corner processes,
L = 6Li + 6Lj for internal processes,
L = 6Li + 5Lj for processes on vertical
boundary,
and L = 5Li + 6Lj for processes on horizontal
boundary.

The ks parameters for communication terms

should be evaluated taken into consideration
both measured latency and bandwidth (inter-
and intra-node) of MareNostrum, while the ks
parameters for useful terms should be evalu-
ated measuring the time spent for computa-
tion. Two kinds of problems happened: on
one hand, the strange behavior of communica-
tions on MareNostrum, which is very different
from the expected one (we have theoretically
evaluated the behavior on an ideal architecture
with the nominal values declared for MareNos-
trum using the dimemastool [3]); on the other
hand, the granularity of the computational parts
that limits the reliability of the measured times.
For these reasons, ks parameters have been
experimentally evaluated using the minimum
square methods on a set of several runs for
which we fixed a predefined domain decompo-
sition and changed the extra-halo value.
For both the lnk 2d e terms, when extra-halo
changes also the data dimension exchanged is
different: the two graphs in figure 6 show the
trend of communication and running time (in mi-
croseconds) related to data dimension while the
graph in figure 7 shows the running, communi-
cation and total time (the sum of the previous
components) of the lnk 2d e when extra-halo
increases.

Regarding the analysis of the sol sor terms, we
have taken into consideration only the trend
of the computing time. Indeed, the commu-
nication time is only related to the number of
processes and then it is constant when extra-
halo changes for a fixed decomposition. Fig-
ure 8 shows the running trend of sol sor routine
without considering the time spent calling the
lnk 2d e, while figure 9 shows running, commu-
nication and total time (in microseconds) of the
function related to data dimension.

Figure 10 represents the running, communica-
tion and total time of the entire sol sor (including
the lnk 2d e function). As we can notice, af-
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Figure 6:
lnk 2d e communication & running trends.

Figure 7:
lnk 2d e communication, running & total time.

ter a threshold, it is not convenient to increase
extra-halo and the model helps us to define the
value of this threshold when the decomposition
changes.

The model has been validated using the de-
composition 16x4 (see figure 11) and it has
been used to evaluate optimal extra-halo val-

Figure 8:
sol sor running trends.

Figure 9:
Running, communication and total execution time of

sol sor whitout calling lnk 2d e.

ues (see figure 12) for all of the decompositions
taken into consideration to evaluate the scala-
bility of the NEMO code. As we can notice in ta-
ble 1, the optimal value of extra-halo increases
with the number of processes: the number of
communications increases with the number of
processes and then the use of an higher value
of extra-halo is much more useful to reduce the
communication frequency. There are three ex-
ceptions to this rule when the number of pro-
cesses along i direction is equal to 128. In this
cases, the minimum number of rows assigned
to each process is 6, so data that each pro-
cess can give to their neighbors is equal to 6:
extra-halo can not exceeds this value (even if
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Figure 10:
sol sor running, communication and total execution time.

the performance model suggests another thing)
because extra-halo algorithm implements only
the exchange between neighbors.

Figure 11:
Extra-halo model validation.

NEMO ANALYSIS OF SCALABILITY

Using the extra-halo performance model, we
have performed an analysis of scalability com-
paring the original NEMO code with a new ver-
sion developed by the SCO Division of CMCC
characterized by the optimization of the obc rad

routine, with the version adding to the obcrad

optimization the use of extra-halo values sug-
gested by the model. Table 2 and figure 13
show the results of the analysis respectively
highlighting the total execution time and related

Figure 12:
Extra-halo optimal values when the decomposition

changes.

Table 1
Extra-halo optimal values when the decomposition

changes.

#proc along i #proc along j #proc eh optimal value

6 2 12 5
12 3 36 6
14 4 56 7
16 4 54 7
16 5 80 7
20 6 120 8
24 7 168 8
28 8 224 8
128 2 256 6
32 9 288 8
34 10 340 8
128 3 384 6
36 11 396 9
42 12 504 9
128 4 512 6

efficiency and the speed-up of the previous
mentioned parallel versions.

The parallel efficiency and speed-up have been
evaluated taking as reference time the wall
clock time of the application with 12 processes.
Due to the amount (8 GB) of main memory per
node available on MareNostrum [2], the exe-
cution of the sequential version of the model
is prohibitive requiring at least 20 GB with used
configuration. The tests have been executed on
1-day simulation: the minimum wall clock time
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Table 2
Performance analysis of NEMO code using the extra-halo feature.

Decomposition Cores
OBCRAD opt.
exec. time (sec)

OBCRAD opt.
efficiency (%)

OBCRAD opt. and Extra-
halo exec. time (sec)

OBCRAD opt. and
Extra-halo efficiency (%)

6x2 12 1281.28 100.00 1265.75 100.00
12x3 36 382.47 111.67 352.55 119.67
14x4 56 244.73 112.19 230.69 117.57
16x4 64 226.17 106.22 207.92 114.14
16x5 80 171.54 112.04 168.46 112.71
20x6 120 127.54 100.46 121.19 104.44
24x7 168 95.98 95.35 92.38 97.87
28x8 224 84.95 80.80 82.83 68.26

128x2 256 88.70 67.71 86.92 68.26
32x9 288 87.24 61.20 78.70 67.01

34x10 340 81.26 55.65 75.99 58.79
36x11 396 73.53 52.80 69.93 54.85

happens on 396 cores. Efficiency increases
compared with both the original version and the
optimized obc rad one, such as speed up. The
execution time is reduced of about 4.9% for this
decomposition.

Figure 13:
Speed-up of NEMO code using the extra-halo feature.

CONCLUSIONS AND FUTURE WORK

In this work, we presented the definition of a
performance model for the extra-halo feature of
the NEMO oceanic model. This feature, devel-
oped by the NEMO team, allows the user to
reduce the frequency of communication within
the sol sor routine implementing the SOR algo-
rithm for solving elliptical equation. However,
once the configuration is fixed, the choice of
the extra-halo value is usually the result of an

experimental evaluation. The use of a perfor-
mance model simulating the behavior of the
extra-halo feature allows choosing the value for
extra-halo reducing at minimum the execution
time of the sol sor routine. For the future, we
plan to (i) evaluate the behavior of the code us-
ing the extra-halo optimal values given by the
suggested performance model over 396 cores
(ii) modify the extra-halo feature implementa-
tion in order to extend the exchange of data not
only to the neighbors of each process.
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